Abstract This article describes a concept for an integration interface for simulation with processor-in-the-loop (PIL). PIL is an important tool in model-based software development. It allows early verification of the implementation. The concept for the integration interface is an extension of previous approaches that includes automatic interface analysis at the source code level and allows the existing development environment to be used. As a result, this solution is highly portable and scalable. To implement the concept, a prototype for Simulink was created and verified based on a test scenario.

1 Introduction
Over the last few years, the use of model-based methods for software development has become more and more important. The big advantage of model-based methods is the early and continuous verification of the software design [1]. Safety standards from a wide variety of industries are taking this development into account by applying model-based methods. Two important examples are:


Although the advantages of model-based methods are clearly recognized by everyone involved, case studies have shown that there is a series of obstacles to overcome when implemented in real applications [4]. As is often the case, software development using model-based only goes smoothly when the entire toolchain is supported by the manufacturer of the modeling environment.

This toolchain consists of the following:

- Code generator
- Build environment
- Target platforms

Modeling environments currently do not provide a uniform exchange format, making it very difficult to transfer data to an external tool. Another difficulty is the use of manually created code since the toolchains available are designed especially for use with code generated automatically by code generators.

Processor-in-the-loop (PIL) is used in model-based development to test an algorithm that has been derived from a model on a hardware platform or an instruction set simulator. With the help of a code generator, it is possible to implement a model in source code so that an executable application can be created that will run in the target environment.

This article presents a proposal for a scalable integration interface for PIL simulations in Simulink. In comparison to previous implementations, the proposed interface provides significantly greater flexibility in that the structure of the source code after the generation is analyzed and an appropriate interface for conducting a PIL test is created dynamically based on this data. In addition, a debugger is used for communication with the target platform so that almost every target platform can be supported without additional adjustments.

After that, this article provides an overview of model-based development methods in the framework of ISO 26262 and PIL simulations with Simulink. The limitations of the previous approach are discussed and advancements to the approach are presented. Finally, the new approach is demonstrated using a sample scenario.

2 Model-based development according to ISO 26262
A reference workflow (Fig. 1) has been established for the use of model-based development methods to enable fulfillment of the requirements in various safety standards. Just like in the conventional development approach, the first step is to determine the requirements that describe the response of the software to be created together with all required
The application of model-based methods now offers the ability to depict the requirements very easily in the form of graphic models. In contrast to purely textual requirements, the big advantage of models is that they are able to clearly describe the response of a system. With the help of a modeling environment, it is possible to use models for software-in-the-loop (SIL). This allows the underlying requirements to be verified early on [6].

When using model-based methods, it is very easy to generate source code since there is a series of code generators available on the market that are able to automatically create an equivalent source code representation from an executable model. With the help of this source code, it is possible to generate applications that can be tested on a hardware platform or an instruction set simulator.

The workflow of the software development process in ISO 26262 (Fig. 2) is based to a great extent on the well-known V-model. This model specifies that after the software design and implementation phases, the software must pass through a verification process consisting of several phases. The availability of executable models opens up additional possibilities for verifying the results of the individual subprocesses. The correctness of a model can also be determined through simulations in combination with test cases that are based on the requirements. An application that has been created based on a model can also be checked with the help of back-to-back testing methods that compare the response of the model and the application to each other.

Models can be used with a series of different simulation modes for verification and validation purposes [7]. The term SIL refers to the execution of an application that is based on a model in the host environment. In the course of the simulation, test stimuli are applied to the application, and the return values are measured and verified. Direct extensions of this procedure are PIL simulations. In this case, an application is compiled for use in the subsequent target environment and executed on a hardware platform or in a simulator. The last stage of model-based testing is hardware-in-the-loop (HIL) simulation in which the application is tested in a complex hardware environment. All modes offer the ability to execute back-to-back testing in which the same test stimuli are applied to the model and the application, after which the output values of both are compared. If an executable model is used for the simulation, then the method is referred to as model-in-the-loop (MIL).

To avoid having to increase the complexity of the test because there are too many differences between the two environments, the goal should be to integrate the PIL simulation into the test procedure as early as possible. Evaluation boards are an easily accessible hardware solution to this problem.

\section*{3 PIL simulation with Simulink}

The Simulink modeling environment allows the user to create executable models with help of a graphic interface and test the models in various simulation modes. In the case of PIL, a special block must be integrated into the existing model. The
The job of the PIL block is to connect the target environment to Simulink and control the execution of the algorithm to be verified on the target platform [8].

The functionality of the PIL block is determined by a customizable S-function. It contains a set of callbacks that are used for integration into the target environment (Fig. 3). For this purpose, each callback is linked in advance to certain simulation results and is called up when the corresponding event occurs. Each call then triggers the action previously assigned to it in the target environment. This additional level of abstraction allows you to link a wide variety of different target platforms to Simulink. Whether the target platform is a real hardware platform or a simulation environment is not important in this case. However, it is necessary for each target platform to support communication with Simulink as well as the ability to control it using callbacks. Code generators in particular make it much easier for the users to generate a compatible interface for the required callbacks.

In the case of PIL, the algorithm is not normally run in real time in the target environment, but is executed incrementally in each simulation interval [9]. In each interval, all parameters required must be initialized, the input values passed to the target environment, and the resulting output values read.

4 Limitations
The previous implementation of PIL simulations with Simulink had a series of disadvantages when used in actual applications:

- The drivers used for communication with Simulink must be customized to match the configuration of the particular target platform.
- The drivers used for communication with Simulink must be customized to match the configuration of the particular target platform.
- Toolchains are only designed for the use of automatically generated source code.
- There is no support for the migration of legacy modules already containing source code.
- Allocation conflicts can arise when using interfaces on the target platform that are not separated functionally from the application layer for communication with Simulink.
- Restricting the number of PIL blocks simultaneously allowed at the model level [10] limits the scalability.

5 Further development of the integration interface
To compensate for the disadvantages of the previous solutions for executing PIL simulations, a new concept for a flexible integration interface was developed. The goal was to develop a universal approach that is independent from the code generation process used and that can be ported to new target platforms very easily.

To ensure that the new approach can be combined flexibly with automatically or manually generated source code, the interface for the S-function callbacks is created dynamically. It is necessary in this case to analyze the structure of the source code when generating the PIL infrastructure. Furthermore, a debugger was integrated into the toolchain as new communication link between Simulink and the target platform. From the point of view of Simulink, the debugger provides a uniform
interface for connection to various target platforms. In this manner, development environments that were already used during the software design phase can also be reused seamlessly to execute the PIL simulations. A schematic diagram of the proposed integration interface is shown in Fig. 4.

5.1 Analysis of the source code structure
The user has the ability to configure the interface between Simulink and the application on their own. For this purpose, the structure of the source code is analyzed and displayed in a graphic. Via a dialog, the user can define a rule for the mappings between the S-function callbacks and the functions in the source code. In the next step, the parameters can then be linked in the model level to their counterparts in the source code level. After the user has completed the configuration of the interface, appropriate wrappers are automatically generated for the target environment as links between the S-functions and the source code (Fig. 5). The job of the wrappers during the simulation is to implement the callbacks output by the PIL block so that the assigned functions are called and the variables are set to the correct values. In addition, source code is generated to create the S-function of the PIL block based on the interface configuration.

The method described is highly portable since it can be used in combination with code generators as well as with manually created source code.

Structural differences caused by different code generation processes can be taken into account by the interface configuration. In order for the new integration interface to be used effectively in a wide range of environments, the focus of development must be placed on the automatic analysis of the code structure.
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5.2 Uniform connection of the target environment
The second important factor for easy portability of the integration interface is the use of a debugger with an API interface. This allows different target platforms to be connected to the modeling environment over a generic interface. No other software customizations are necessary for this purpose. Using
special interfaces such as JTAG, for example, the debugger can then control the execution of the program in the target environment and access the model parameters. It is possible to ensure that the debugger offers support in principle for the target environment as early as the software design phase.

5.3 Design of a prototype of the integration interface
To implement the proposed concept in an actual application, a prototype of the integration interface was developed. The prototype consists of a framework with a graphic interface (Fig. 6) for the generation of the PIL infrastructure. The user can thus specify all required settings one after the other to covert a block of the model to a PIL block. If not all steps are required, then it is possible to disable the steps individually. Starting the simulation now triggers the automatic execution of a PIL simulation with the help of the target environment. The prototype is able to analyze source code written in the programming language C and process functions with scalar arguments. To execute the PIL simulation, support for the TRACE32 API interface was implemented. Furthermore, the build process can be modified to integrate the automatically generated wrapper and subsequently load the application in the target environment.

Due to its modular design, the proposed approach reaches a high level of scalability. PIL blocks can be combined flexibly with the other elements of the modeling environment so that it is possible to slightly extend existing models and easily integrate into new models. In addition, using the API interface of the debugger also allows multiple target environments to be connected simultaneously.

6 Example scenario
For the purpose of verification of the prototype, it was used for the adaption of an existing test scenario. The test scenario consists of back-to-back testing of a light control system using SIL. The goal of using the new integration interface was to port the scenario to a hardware platform with a TriCore processor. The following components were used for the implementation:

- Simulink R2014b
- EZTEST
- TASKING VX toolset for TriCore v4.3r3
- TRACE32
- TriBoard TC297TF

The output signal of the light control system is the signal used to switch the light on and off. This signal is activated and deactivated based on the input parameters defined. With the help of a test framework, test stimuli were applied to the inputs of the control model over the course of the simulation, and the output was then compared to the permissible reference values (Fig. 7). The corresponding C source code was derived from the model of the light control system in the context of the SIL simulation. This allowed the code to be used for the PIL simulation without requiring any changes.

![Figure 6: Graphical User Interface](image)

![Figure 7: Model of a lights control algorithm](image)
Using the graphic user interface of the prototype, the interface was analyzed and configured. For connection to the callbacks of the S-function, the source code contains a function for initializing all model parameters and the determination of the output of the model after executing a step of the simulation. During the structural analysis of the source code, both functions were detected successfully, so it was possible to create an appropriate configuration for the assigned callbacks (Fig. 8). Based on this interface configuration, it was possible to integrate the S-function as well as the wrapper into the build process. During the simulation, the hardware platform was successfully controlled through the API interface of the debugger. The evaluation of the back-to-back test after the test had completed showed that the results of the PIL and MIL simulations matched (Fig. 9).

**Summary and outlook**

This article presents a concept for a flexible integration interface to execute PIL simulations that in the future should contribute to eliminating the obstacles to the use of PIL in practical applications. The following goals are realized by the concept:

- Flexible support for code generators and manually created code
- Easy portability to different target platforms
- Seamless integration into existing development processes
- Cost neutrality through the reuse of the existing development environment

It was also possible to verify the implementation of the integration interface in a prototype based on a specific test case.

In the future, the robustness of the prototype in terms of its interactions with various toolchains, programming languages, and test concepts must be examined and extended where required. Furthermore, the scalability of the solution needs to be tested based on additional scenarios.
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